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COOPERATIVE V2X SENSOR SHARING

INTRODUCTION

[0001] The present disclosure relates to a system and
method for sharing sensor data between a vehicle and one or
more remote systems.

[0002] To enable the functioning of autonomous driving
and/or driver assistive systems, a vehicle must be able to
detect and/or measure objects in an environment surround-
ing the vehicle. Systems and methods have been developed
to enable vehicles to gather information about the environ-
ment. For example, range-finding sensors such as infrared
ranging systems may be used to measure a distance between
the vehicle and an object in the environment. The efficacy of
range-finding sensor systems may be limited by the geom-
etry of the environment. For example, certain areas of an
environment may be occluded by objects which are opaque
to range-finding sensors, resulting in blindspots in the vehi-
cle’s perception of the environment. To mitigate blindspots,
systems and methods have been developed to share sensor
data between systems (e.g., between vehicles). However,
systems and methods to share sensor data often occupy large
bandwidth on communication networks, resulting in reduced
efficiency.

[0003] Thus, while current systems and methods for shar-
ing sensor data between a vehicle and one or more remote
systems achieve their intended purpose, there is a need for
a new and improved system and method for sharing sensor
data between a vehicle and one or more remote systems.

SUMMARY

[0004] According to several aspects, a system for sharing
sensor data between a vehicle and a plurality of remote
systems is provided. The system includes a vehicle commu-
nication system, a three-dimensional (3D) sensor, and a
controller in electrical communication with the vehicle
communication system and the 3D sensor. The controller is
programmed to generate an initial 3D point cloud of an
environment surrounding the vehicle using the 3D sensor,
where each point in the initial 3D point cloud represents a
location of a surface in the environment and has an x, y, and
z coordinate relative to the vehicle. The controller is further
programmed to generate an occupancy grid map based on
the initial 3D point cloud including a cell of the occupancy
grid map classified as a first blindspot. The controller is
further programmed to select a producer remote system to
provide data for the cell of the occupancy grid map classified
as the first blindspot. The controller is further programmed
to send a data request to the producer remote system using
the vehicle communication system based at least on the cell
of the occupancy grid map classified as the first blindspot.
The controller is further programmed to receive data from
the producer remote system including information about the
cell of the occupancy grid map classified as the first blind-
spot. The controller is further programmed to generate a
merged 3D point cloud by merging the data received from
the producer remote system with the initial 3D point cloud.
The controller is further programmed to identify objects in
the environment surrounding the vehicle using the merged
3D point cloud.

[0005] In another aspect of the present disclosure, to
generate the occupancy grid map, the controller is further
programmed to classify each point in the initial 3D point
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cloud as at least one of a ground point or an object point
based at least in part on the x, y, and z coordinate of each
point. To generate the occupancy grid map, the controller is
further programmed to divide the environment surrounding
the vehicle into a 2D grid of a plurality of cells, each of the
plurality of cells defined by a set of x and y coordinates
relative to the vehicle. To generate the occupancy grid map,
the controller is further programmed to determine a quantity
of ground points having x and y coordinates within the set
of'x and y coordinates for each of the plurality of cells in the
2D grid and determine a quantity of object points having x
and y coordinates within the set of x and y coordinates for
each of the plurality of cells in the 2D grid. To generate the
occupancy grid map, the controller is further programmed to
classify each of the plurality of cells in the 2D grid as a
drivable cell, an undrivable cell, or a blindspot cell based at
least in part on the quantity of ground points and the quantity
of object points having x and y coordinates within the set of
x and y coordinates for each of the plurality of cells in the
2D grid. To generate the occupancy grid map, the controller
is further programmed to define the occupancy grid map as
the 2D grid of the plurality of cells.

[0006] Inanother aspect of the present disclosure, to select
the producer remote system, the controller is further pro-
grammed to receive, using the vehicle communication sys-
tem, a plurality of remote occupancy grid maps from the
plurality of remote systems, each of the plurality of remote
occupancy grid maps including a 2D grid of a plurality of
remote cells, each of the plurality of remote cells classified
as at least one of a remote drivable cell, a remote undrivable
cell and a remote blindspot cell. To select the producer
remote system, the controller is further programmed to
receive, using the vehicle communication system, a plurality
of geographical locations corresponding to each of the
plurality of remote systems. To select the producer remote
system, the controller is further programmed to identify, for
a first blindspot cell of the occupancy grid map, a plurality
of potential producer remote systems with information about
the first blindspot cell of the occupancy grid map, where the
plurality of potential producer remote systems is a subset of
the plurality of remote systems. To select the producer
remote system, the controller is further programmed to
select the producer remote system from the plurality of
potential producer remote systems to provide data for the
first blindspot cell of the occupancy grid map.

[0007] In another aspect of the present disclosure, the
system further includes a global navigation satellite system
(GNSS). To identify the plurality of potential producer
remote systems, the controller is further programmed to
determine a geographical location of the vehicle using the
GPS. To identify the plurality of potential producer remote
systems, the controller is further programmed to determine
a cell location for the first blindspot cell of the occupancy
grid map using the geographical location of the vehicle and
the set of x and y coordinates defining the first blindspot cell
of the occupancy grid map. To identify the plurality of
potential producer remote systems, the controller is further
programmed to determine a plurality of remote cell locations
for each remote drivable cell of each of the plurality of
remote occupancy grid maps and each remote undrivable
cell of each of the plurality of remote occupancy grid maps
based on the geographical locations of each of the plurality
of remote systems and the set of x and y coordinates defining
each of the plurality of remote cells. To identity the plurality
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of potential producer remote systems, the controller is
further programmed to identify the plurality of potential
producer remote systems, where the plurality of potential
producer remote systems includes a subset of the plurality of
remote systems, where the remote occupancy grid map of
each of the plurality of potential producer remote systems
includes at least one remote drivable cell or remote undriv-
able cell, and where the remote cell location of the at least
one remote drivable cell or remote undrivable cell is the
same as the cell location of the first blindspot cell of the
occupancy grid map.

[0008] In another aspect of the present disclosure, to send
the data request to the producer remote system, the control-
ler is further programmed to request data from the producer
remote system for at least one remote drivable cell or remote
undrivable cell of the remote occupancy grid map.

[0009] In another aspect of the present disclosure, to
receive data from the producer remote system, the controller
is further programmed to receive a remote 3D point cloud
from the producer remote system for at least one remote
drivable or remote undriveable cell of the remote occupancy
grid map.

[0010] In another aspect of the present disclosure, to
generate the merged 3D point cloud, the controller is further
programmed to calculate a time difference between a time-
stamp of the remote 3D point cloud and a timestamp of the
initial 3D point cloud and adjust the x, y, and z coordinates
of the remote 3D point cloud based on a velocity of the
producer remote system to compensate for the velocity of
the producer remote system in response to determining that
the time difference is less than a predetermined staleness
threshold. To generate the merged 3D point cloud, the
controller is further programmed to transform the remote 3D
point cloud such that a coordinate origin of the remote 3D
point cloud is the same as a coordinate origin of the initial
3D point cloud. To generate the merged 3D point cloud, the
controller is further programmed to identify a plurality of
overlapping points in the remote 3D point cloud that are
expected to have the same X, y, and z coordinates as a
plurality of reference points in the initial 3D point cloud
based on the plurality of remote cell locations of the remote
occupancy grid map from the producer remote system and
the plurality of cell locations of the occupancy grid map of
the vehicle. To generate the merged 3D point cloud, the
controller is further programmed to determine a percentage
of the plurality of overlapping points that have the same x,
y, and z coordinates as the plurality of reference points in the
initial 3D point cloud. To generate the merged 3D point
cloud, the controller is further programmed to combine the
transformed remote 3D point cloud with the initial 3D point
cloud to generate the merged 3D point cloud in response to
determining that the percentage of the plurality of overlap-
ping points having the same x, y, and z coordinates as the
reference points in the initial 3D point cloud is greater than
or equal to a predetermined validity threshold.

[0011] In another aspect of the present disclosure, to select
the producer remote system, the controller is further pro-
grammed to select the producer remote system from the
plurality of potential producer remote systems based at least
in part on a distance between the vehicle and each of the
plurality of potential producer remote systems.
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[0012] In another aspect of the present disclosure, the
controller is further programmed to continuously broadcast
the occupancy grid map using the vehicle communication
system.

[0013] In another aspect of the present disclosure, the
controller is further programmed to respond to a remote data
request from one of the plurality remote systems by trans-
mitting a 3D point cloud to the remote system using the
vehicle communication system.

[0014] According to several aspects, a method for sharing
sensor data between a vehicle and a plurality of remote
systems is provided. The method includes generating an
initial 3D point cloud of an environment surrounding a
vehicle using a 3D sensor, where each point in the initial 3D
point cloud has an x, y, and z coordinate relative to the
vehicle. The method also includes generating an occupancy
grid map based on the initial 3D point cloud including a first
blindspot. The method also includes selecting a producer
remote system to provide data for the first blindspot in the
occupancy grid map. The method also includes sending a
data request to the producer remote system using a vehicle
communication system based at least in part on the first
blindspot in the occupancy grid map. The method also
includes receiving data from the producer remote system
including information about the first blindspot in the occu-
pancy grid map. The method also includes generating a
merged 3D point cloud by merging the data received from
the producer remote system with the initial 3D point cloud.
The method also includes identifying objects in the envi-
ronment surrounding the vehicle using the merged 3D point
cloud.

[0015] In another aspect of the present disclosure, gener-
ating the occupancy grid map further may include classify-
ing each point in the initial 3D point cloud as a ground point
or an object point based at least in part on the X, y, and z
coordinate of each point. Generating the occupancy grid
map further may include dividing the environment surround-
ing the vehicle into a 2D grid of a plurality of cells, each of
the plurality of cells defined by a set of x and y coordinates
relative to the vehicle. Generating the occupancy grid map
further may include determining a quantity of ground points
having x and y coordinates within the set of x and y
coordinates for each of the plurality of cells in the 2D grid
and determining a quantity of object points having x and y
coordinates within the set of x and y coordinates for each of
the plurality of cells in the 2D grid. Generating the occu-
pancy grid map further may include classifying each of the
plurality of cells in the 2D grid as a drivable cell, an
undrivable cell, or a blindspot cell based at least in part on
the quantity of ground points and the quantity of object
points having x and y coordinates within the set of x and y
coordinates for each of the plurality of cells in the 2D grid.
Generating the occupancy grid map further may include
defining the occupancy grid map as the 2D grid of the
plurality of cells.

[0016] In another aspect of the present disclosure, classi-
fying each of the plurality of cells in the 2D grid as a
drivable cell, an undrivable cell, or a blindspot cell further
may include comparing the quantity of ground points in each
of the plurality of cells to the quantity of object points in
each of the plurality of cells. Classifying each of the
plurality of cells in the 2D grid further may include classi-
fying a first cell of the plurality of cells in the 2D grid as a
drivable cell in response to determining that the quantity of
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ground points in the first cell is greater than zero and that the
quantity of ground points in the first cell is greater than the
quantity of object points in the first cell. Classifying each of
the plurality of cells in the 2D grid further may include
classifying a second cell of the plurality of cells in the 2D
grid as an undrivable cell in response to determining that the
quantity of object points in the second cell is greater than
zero and that the quantity of object points in the second cell
is greater than or equal to the quantity of ground points in the
second cell. Classifying each of the plurality of cells in the
2D grid further may include classifying a third cell of the
plurality of cells in the 2D grid as a blindspot cell in response
to determining that a sum of the quantity of ground points
and object points having x and y coordinates within the set
of x and y coordinates defining the third cell is less than or
equal to a predetermined blindspot threshold.

[0017] In another aspect of the present disclosure, select-
ing the producer remote system further may include receiv-
ing, using the vehicle communication system, a plurality of
remote occupancy grid maps from the plurality of remote
systems, each of the plurality of remote occupancy grid
maps including a 2D grid of a plurality of remote cells, each
of'the plurality of remote cells classified as a remote drivable
cell, a remote undrivable cell or a remote blindspot cell.
Selecting the producer remote system further may include
receiving, using the vehicle communication system, a plu-
rality of geographical locations corresponding to each of the
plurality of remote systems. Selecting the producer remote
system further may include identifying a plurality of poten-
tial producer remote systems with information about a first
blindspot cell of the occupancy grid map, where the plurality
of potential producer remote systems is a subset of the
plurality of remote systems. Selecting the producer remote
system further may include selecting the producer remote
system from the plurality of potential producer remote
systems to provide data for the first blindspot cell of the
occupancy grid map based at least in part on a distance
between the vehicle and each of the plurality of potential
producer remote systems.

[0018] In another aspect of the present disclosure, identi-
fying the plurality of potential producer remote systems
further may include determining a geographical location of
the vehicle using a global navigation satellite system
(GNSS). Identifying the plurality of potential producer
remote systems further may include determining a cell
location for the first blindspot cell of the occupancy grid map
using the geographical location of the vehicle and the set of
x and y coordinates defining the first blindspot cell of the
occupancy grid map. Identifying the plurality of potential
producer remote systems further may include determining a
plurality of remote cell locations for each remote drivable
cell of each of the plurality of remote occupancy grid maps
and each remote undrivable cell of each of the plurality of
remote occupancy grid maps based on the geographical
locations of each of the plurality of remote systems and the
set of x and y coordinates defining each of the plurality of
remote cells. Identifying the plurality of potential producer
remote systems further may include identifying the plurality
of potential producer remote systems, where the plurality of
potential producer remote systems includes a subset of the
plurality of remote systems, where the remote occupancy
grid map of each of the plurality of potential producer
remote systems includes at least one remote drivable cell or
remote undrivable cell, where the remote cell location of the
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at least one remote drivable cell or remote undrivable cell is
the same as the cell location of the first blindspot cell of the
occupancy grid map.

[0019] In another aspect of the present disclosure, receiv-
ing data from the producer remote system further may
include receiving a remote 3D point cloud from the producer
remote system for at least one remote drivable or remote
undriveable cell of the remote occupancy grid map.

[0020] In another aspect of the present disclosure, gener-
ating the merged 3D point cloud further may include cal-
culating a time difference between a timestamp of the remote
3D point cloud and a timestamp of the initial 3D point cloud.
Generating the merged 3D point cloud further may include
adjusting the x, y, and z coordinates of the remote 3D point
cloud based on a velocity of the producer remote system to
compensate for the velocity of the producer remote system
in response to determining that the time difference is less
than a predetermined staleness threshold. Generating the
merged 3D point cloud further may include transforming the
remote 3D point cloud such that a coordinate origin of the
remote 3D point cloud is the same as a coordinate origin of
the initial 3D point cloud. Generating the merged 3D point
cloud further may include identifying a plurality of over-
lapping points in the remote 3D point cloud that are expected
to have the same X, y, and z coordinates as a plurality of
reference points in the initial 3D point cloud based on the
plurality of remote cell locations of the remote occupancy
grid map from the producer remote system and the plurality
of cell locations of the occupancy grid map of the vehicle.
Generating the merged 3D point cloud further may include
determining a percentage of the plurality of overlapping
points that have the same X, y, and z coordinates as the
plurality of reference points in the initial 3D point cloud.
Generating the merged 3D point cloud further may include
combining the transformed remote 3D point cloud with the
initial 3D point cloud to generate the merged 3D point cloud
in response to determining that the percentage of the plu-
rality of overlapping points having the same x, y, and z
coordinates as the reference points in the initial 3D point
cloud is greater than or equal to a predetermined validity
threshold.

[0021] According to several aspects, a system for sharing
sensor data between a vehicle and a plurality of remote
systems is provided. The system also includes a vehicle
communication system, a global navigation satellite system
(GNSS), a three-dimensional (3D) sensor, where the 3D
sensor includes at least one of: a lidar sensor and a stereo-
scopic camera system. The system also includes a controller
in electrical communication with the vehicle communication
system, the GPS, and the 3D sensor, where the controller is
programmed to generate an initial 3D point cloud of an
environment surrounding the vehicle using the 3D sensor,
where each point in the initial 3D point cloud has an x, y, and
z coordinate relative to the vehicle The controller is further
programmed to generate an occupancy grid map based on
the initial 3D point cloud, where the occupancy grid map
represents the environment surrounding the vehicle as a 2D
grid of a plurality of cells, each of the plurality of cells
defined by a set of x and y coordinates relative to the vehicle.
The controller is further programmed to classify each of the
plurality of cells in the occupancy grid map as a drivable
cell, an undrivable cell, or a blindspot cell based at least in
part on the x, y, and z coordinates of a plurality of points in
the initial 3D point cloud having x and y coordinates within
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each of the plurality of cells. The controller is further
programmed to select a producer remote system to provide
data for a first blindspot cell in the occupancy grid map. The
controller is further programmed to send a data request to the
producer remote system using the vehicle communication
system based at least in part on the first blindspot cell in the
occupancy grid map. The controller is further programmed
to receive data from the producer remote system including
information about the first blindspot in the occupancy grid
map. The controller is further programmed to generate a
merged 3D point cloud by merging the data received from
the producer remote system with the initial 3D point cloud.
The controller is further programmed to identify objects in
the environment surrounding the vehicle using the merged
3D point cloud.

[0022] Inanother aspect of the present disclosure, to select
the producer remote system, the controller is further pro-
grammed to receive, using the vehicle communication sys-
tem, a plurality of remote occupancy grid maps from the
plurality of remote systems, each of the plurality of remote
occupancy grid maps including a 2D grid of a plurality of
remote cells, each of the plurality of remote cells classified
as a remote drivable cell, a remote undrivable cell or a
remote blindspot cell. To select the producer remote system,
the controller is further programmed to receive, using the
vehicle communication system, a plurality of geographical
locations corresponding to each of the plurality of remote
systems. To select the producer remote system, the controller
is further programmed to determine a geographical location
of the vehicle using the GPS and determine a cell location
for the first blindspot cell of the occupancy grid map using
the geographical location of the vehicle and the set of x and
y coordinates defining the first blindspot cell of the occu-
pancy grid map. To select the producer remote system, the
controller is further programmed to determine a plurality of
remote cell locations for each remote drivable cell of each of
the plurality of remote occupancy grid maps and each
remote undrivable cell of each of the plurality of remote
occupancy grid maps based on the geographical locations of
each of the plurality of remote systems and the set of x and
y coordinates defining each of the plurality of remote cells.
To select the producer remote system, the controller is
further programmed to identify a plurality of potential
producer remote systems, where the plurality of potential
producer remote systems includes a subset of the plurality of
remote systems, where the remote occupancy grid map of
each of the plurality of potential producer remote systems
includes at least one remote drivable cell or remote undriv-
able cell, where the remote cell location of the at least one
remote drivable cell or remote undrivable cell is the same as
the cell location of the first blindspot cell of the occupancy
grid map. To select the producer remote system, the con-
troller is further programmed to select the producer remote
system from the plurality of potential producer remote
systems based at least in part on a distance between the
vehicle and each of the plurality of potential producer
remote systems.

[0023] In another aspect of the present disclosure, the
system further includes a human machine interface (HMI),
and the controller is further programmed to provide a visual
representation of the merged 3D point cloud to an occupant
of the vehicle using the HMI.

[0024] Further areas of applicability will become apparent
from the description provided herein. It should be under-
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stood that the description and specific examples are intended
for purposes of illustration only and are not intended to limit
the scope of the present disclosure.

BRIEF DESCRIPTION OF THE DRAWINGS

[0025] The drawings described herein are for illustration
purposes only and are not intended to limit the scope of the
present disclosure in any way.

[0026] FIG. 1 is a system diagram of a system for sharing
sensor data between a vehicle and a plurality of remote
systems according to an exemplary embodiment;

[0027] FIG. 2A is a flowchart of a method for sharing
sensor data between a vehicle and a plurality of remote
systems according to an exemplary embodiment;

[0028] FIG. 2B is a continuation of the flowchart of a
method for sharing sensor data between a vehicle and a
plurality of remote systems according to an exemplary
embodiment;

[0029] FIG. 3A is an example of an occupancy grid map
generated by a vehicle according to an exemplary embodi-
ment; and

[0030] FIG. 3B is an example of an occupancy grid map
generated by a remote vehicle according to an exemplary
embodiment.

DETAILED DESCRIPTION

[0031] The following description is merely exemplary in
nature and is not intended to limit the present disclosure,
application, or uses.

[0032] Referring to FIG. 1, a system for sharing sensor
data between a vehicle and a plurality of remote systems is
illustrated and generally indicated by reference number 10.
The system 10 is shown with an exemplary vehicle 12.
While a passenger vehicle is illustrated, it should be appre-
ciated that the vehicle 12 may be any type of vehicle without
departing from the scope of the present disclosure. The
system 10 generally includes a controller 14, a plurality of
vehicle sensors 16, and a human-machine interface (HMI)
18.

[0033] The controller 14 is programmed to implement a
method 100 for sharing sensor data between a vehicle and a
plurality of remote systems, as will be described below. The
controller 14 includes at least one processor 20 and a
non-transitory computer readable storage device or media
22. The processor 20 may be a custom made or commer-
cially available processor, a central processing unit (CPU),
a graphics processing unit (GPU), an auxiliary processor
among several processors associated with the controller 14,
a semiconductor-based microprocessor (in the form of a
microchip or chip set), a macroprocessor, a combination
thereof, or generally a device for executing instructions. The
computer readable storage device or media 22 may include
volatile and nonvolatile storage in read-only memory
(ROM), random-access memory (RAM), and keep-alive
memory (KAM), for example. KAM is a persistent or
non-volatile memory that may be used to store various
operating variables while the processor 20 is powered down.
The computer-readable storage device or media 22 may be
implemented using a number of memory devices such as
PROMs (programmable read-only memory), EPROMs
(electrically PROM), EEPROMs (electrically erasable
PROM), flash memory, or another electric, magnetic, opti-
cal, or combination memory devices capable of storing data,
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some of which represent executable instructions, used by the
controller 14 to control various systems of the vehicle 12.
The controller 14 may also consist of multiple controllers
which are in electrical communication with each other.
[0034] The controller 14 is in electrical communication
with the plurality of vehicle sensors 16 and the HMI 18. The
electrical communication is established using, for example,
a CAN bus, a WiFi network, a cellular data network, or the
like. One skilled in the art will appreciate that various
additional wired and wireless techniques and communica-
tion protocols may be used to communicate with the con-
troller 14.

[0035] The plurality of vehicle sensors 16 are used by the
controller 14 to gather information about the vehicle 12 and
an environment 24 surrounding the vehicle 12. The plurality
of vehicle sensors 16 are also used to communicate with
systems external to the vehicle 12. In a non-limiting
example, the plurality of vehicle sensors 16 includes at least
one of a LIDAR system 26 and a stereoscopic camera
system 28. The plurality of vehicle sensors 16 additionally
includes a global navigation satellite system (GNSS) 30,
vehicle systems 32, and a vehicle communication system 34.
The vehicle systems 32 provide information such as a
vehicle steering angle, vehicle speed, vehicle braking,
vehicle heading, vehicle pose (i.e., pitch, yaw, roll), and
vehicle acceleration.

[0036] The LIDAR system 26 and the stereoscopic camera
system 28 are three-dimensional (3D) sensors which are
used to determine a distance between the vehicle 12 and
objects in the environment 24 surrounding the vehicle 12.
One skilled in the art will appreciate that various additional
sensors and/or systems may be used to determine the dis-
tance between the vehicle 12 and objects in the environment
24 surrounding the vehicle 12.

[0037] The vehicle communication system 34 is used by
the controller 14 to communicate with other systems. For
example, the vehicle communication system 34 includes
capabilities for communication with vehicles (“V2V” com-
munication), infrastructure (“V2I” communication), remote
systems at a remote call center (e.g., ON-STAR by GEN-
ERAL MOTORS) and/or personal devices. In certain
embodiments, the vehicle communication system 34 is a
wireless communication system configured to communicate
via a wireless local area network (WLAN) using IEEE
802.11 standards or by using cellular data communication.
However, additional or alternate communication methods,
such as a dedicated short-range communications (DSRC)
channel and/or mobile telecommunications protocols based
on the 3’7 Generation Partnership Project (3GPP) standards,
are also considered within the scope of the present disclo-
sure. DSRC channels refer to one-way or two-way short-
range to medium-range wireless communication channels
specifically designed for automotive use and a correspond-
ing set of protocols and standards. The 3GPP refers to a
partnership between several standards organizations which
develop protocols and standards for mobile telecommuni-
cations. 3GPP standards are structured as “releases”. Thus,
communication methods based on 3GPP release 14, 15, 16
and/or future 3GPP releases are considered within the scope
of the present disclosure. Accordingly, the vehicle commu-
nication system 34 may include one or more antennas and/or
communication transceivers for receiving and/or transmit-
ting signals, such as cooperative sensing messages (CSMs).
The vehicle communication system 34 is configured to
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wirelessly communicate information between the vehicle 12
and another vehicle. Further, the vehicle communication
system 34 is configured to wirelessly communicate infor-
mation between the vehicle 12 and infrastructure or other
vehicles. The plurality of vehicle sensors 16 are in electrical
communication with the controller 14 as described above.
[0038] Referring to FIGS. 2A and 2B, a flowchart of the
method 100 for sharing sensor data between a vehicle and a
plurality of remote systems is shown. The method 100
begins at block 102.

[0039] At block 102, the controller 14 uses a 3D sensor to
scan the environment 24 surrounding the vehicle 12. In the
exemplary embodiment depicted in FIG. 1, the 3D sensor
includes the LIDAR system 26 and/or the stereoscopic
camera system 28. The LIDAR system 26 and/or the ste-
reoscopic camera system 28 are used to generate an initial
3D point cloud of the environment 24 surrounding the
vehicle 12. Each point in the initial 3D point cloud repre-
sents an object or surface detected by the 3D sensor. Each
point in the initial 3D point cloud has a corresponding X, v,
and z coordinate which defines a position of the point in the
environment 24 relative to the vehicle 12. Therefore, the
initial 3D point cloud provides information about distances
between the vehicle 12 and objects in the environment 24
surrounding the vehicle 12. After block 102, the method 100
proceeds to blocks 104 and 106.

[0040] At block 104, each point in the initial 3D point
cloud is classified as a ground point or an object point.
Ground points are points which are determined to corre-
spond to the ground, for example, a road or other surface
upon which the vehicle 12 may drive. Object points are
points which are determined to correspond to an object in the
environment 24, for example, another vehicle. In a non-
limiting example, a machine learning algorithm is used to
classify the points. The machine learning algorithm is
trained by providing the algorithm with a plurality of 3D
point clouds including points which have been pre-classi-
fied. For example, the plurality of 3D point clouds may
include the results of scans by 3D sensors in various driving
environments. After sufficient training of the machine learn-
ing algorithm, the algorithm can classity points in 3D scans
with a high accuracy and precision. In another non-limiting
example, the points in the initial 3D point cloud are classi-
fied based on their z coordinate, i.e., the height of each point
relative to the vehicle 12. For example, a location of a
ground surface relative to the vehicle 12 may be determined
based on the size of the vehicle and external inputs, such as
information about terrain in the environment 24 surrounding
the vehicle 12 provided by the GPS and/or the vehicle
communication system 34. Points located at or around the
location of the ground surface are classified as ground
points, and points located above the location of the ground
surface are classified as object points. One skilled in the art
will appreciate that various additional methods may be used
to classify the points in the initial 3D point cloud.

[0041] At block 106, the environment 24 surrounding the
vehicle 12 is divided into an occupancy grid map. The
process of block 106 is best understood by referring to FIG.
3A, which shows an exemplary occupancy grid map 36
generated by controller 14 at block 106. The occupancy grid
map 36 is a 2D grid of a plurality of cells 38, each of the
plurality of cells 38 including a set of x and y coordinates.
Thus, each cell 38 in the occupancy grid map 36 corresponds
to one or more points in the initial 3D point cloud which
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have x and y coordinates within the set of x and y coordi-
nates defining the cell 38. Each of the plurality of cells 38
has a length D1 and a width D2. In an exemplary embodi-
ment, D1 and D2 are both one meter. The size of the
occupancy grid map 36 may be predetermined or may be
dynamically determined based on various factors such as,
for example, vehicle speed, vehicle size, and vehicle stop-
ping distance. After block 106, the method 100 proceeds to
a first sub-process 108.

[0042] At the first sub-process 108, each cell 38 of the
occupancy grid map 36 is classified as a drivable cell 38a,
an undrivable cell 384, or a blindspot cell 38¢. The following
steps (blocks 110-122) are repeated for each of the plurality
of cells 38 in the occupancy grid map 36 during the first
sub-process 108.

[0043] At block 110, a quantity of ground points in the cell
38 is determined. As discussed above, the cell 38 in the
occupancy grid map 36 corresponds to one or more points in
the initial 3D point cloud which have x and y coordinates
within the set of x and y coordinates defining the cell 38.
Additionally, each point in the initial 3D point cloud has
been classified as a ground point or an object point at block
104. Therefore, the quantity of ground points in the cell 38
may be determined. At block 112, a quantity of object points
in the cell 38 is determined. The first sub-process 108 then
proceeds to block 116.

[0044] At block 116, the cell 38 is classified as a drivable
cell 38a, an undrivable cell 385, or a blindspot cell 38c.
Drivable cells 38a represent areas in the environment 24
where the vehicle 12 may drive without colliding with an
object, for example, an empty road. Undrivable cells 385
represent areas in the environment 24 where the vehicle 12
may not drive because of an object, for example, a parked
vehicle located on a side of a road. Blindspot cells 38¢
represent areas in the environment 24 for which the con-
troller 14 does not have sufficient data to determine whether
the vehicle 12 may safely drive in the area. For example,
blindspot cells 38¢ may occur because areas of the environ-
ment 24 are obstructed by structures which are not trans-
parent to the 3D sensor (LIDAR system 26 and/or stereo-
scopic camera system 28) of the vehicle 12. In another
example, the 3D sensor of the vehicle 12 may have a
maximum range which is smaller than the size of the
occupancy grid map 36. Thus, cells 38 which are located
outside of the maximum range of the 3D sensor are classified
as blindspot cells 38¢. To classify the cell 38, the quantity of
ground points in the cell 38 determined at block 110 is
compared to the quantity of object points in the cell 38
determined at block 112. If the quantity of ground points is
greater than zero and the quantity of ground points is greater
than the quantity of object points, the first sub-process 108
proceeds to block 118. At block 118, the cell 38 is classified
as a drivable cell 384. If the quantity of object points is
greater than zero and the quantity of object points is greater
than or equal to the quantity of object points, the first
sub-process 108 proceeds to block 120. At block 120, the
cell 38 is classified as an undrivable cell 385. If the cell 38
contains a total number of ground points and object points
which is less than or equal to a predetermined blindspot
threshold, the first sub-process 108 proceeds to block 122.
At block 122, the cell 38 is classified as a blindspot cell 38c.

[0045] As discussed above, the first sub-process 108 is
repeated for each of the plurality of cells 38 of the occu-
pancy grid map 36. The result of the first sub-process 108 is
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the occupancy grid map 36 shown in FIG. 3A, where each
of the plurality of cells 38 of the occupancy grid map 36 is
classified as a drivable cell 384, an undrivable cell 385, or
a blindspot cell 38¢. After the first sub-process 108 is
repeated for each of the plurality of cells 38 of the occu-
pancy grid map 36, the method 100 proceeds to block 124.
[0046] At block 124, a geographical location in the envi-
ronment 24 is determined for each cell 38 using the GPS 30
and based on the set of x and y coordinates which define
each cell 38 relative to the vehicle 12. After block 124, the
method 100 proceeds to blocks 126, 128, and 130.

[0047] At block 126, a data request from a remote system
is received. In an exemplary embodiment, the remote system
is a remote vehicle in the vicinity of the vehicle 12. FIG. 3B
shows an exemplary remote occupancy grid map 40 gener-
ated by an exemplary remote vehicle 42. The remote occu-
pancy grid map 40 includes a plurality of remote cells 44
classified as remote drivable cells 44a, remote undrivable
cells 445, and remote blindspot cells 44¢. In another exem-
plary embodiment, the remote system also includes station-
ary infrastructure installed near a roadway, for example, a
sensing station mounted on a pole near an intersection of the
roadway. The data request includes one or more cells of the
occupancy grid map 36 of the vehicle 12 for which data is
requested by the remote system. In a non-limiting example,
the remote system is the remote vehicle 42. The remote
vehicle 42 generates a data request based on a geographical
location of remote blindspot cells 44¢ in the remote occu-
pancy grid map 40 as determined by a GPS system of the
remote vehicle 42. In an exemplary embodiment shown in
FIGS. 3A and 3B, the remote occupancy grid map 40 of the
remote vehicle 42 contains at least one remote blindspot cell
44c. The remote vehicle 42 may send a data request for data
regarding the corresponding cell 384 in the occupancy grid
map 36 of the vehicle 12. After block 130, the method 100
proceeds to block 132.

[0048] At block 132, the initial 3D point cloud generated
at block 102 is partitioned based on the data request received
at block 130. The points are selected which have x and y
coordinates within the set of x and y coordinates defining the
cells in the data request received at block 130. In the
exemplary embodiment shown in FIGS. 3A and 3B, all
points are selected which have x and y coordinates within
cell 38a. After block 132, the method 100 proceeds to block
134.

[0049] At block 134, a partitioned 3D point cloud con-
taining only the points selected at block 132 is transmitted
using the vehicle communication system 34 to the remote
system which sent the data request received at block 130. In
the exemplary embodiment shown in FIGS. 3A and 3B, the
remote system is the remote vehicle 42. Thus, the partitioned
3D point cloud is transmitted by controller 14 of the vehicle
12 to the remote vehicle 42.

[0050] At block 128, the controller 14 uses the vehicle
communication system 34 to broadcast the occupancy grid
map 36, location of the vehicle 12, and a timestamp to
remote systems, including remote vehicles or stationary
infrastructure as discussed above.

[0051] At block 130, a plurality of remote occupancy grid
maps 40, remote system locations, and timestamps are
received from a plurality of remote systems using the
vehicle communication system 34. In an exemplary embodi-
ment, the plurality of remote systems may include remote
vehicles 42 and/or stationary infrastructure installed near a
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roadway. In a non-limiting example, there are a plurality of
remote systems transmitting remote occupancy grid maps 40
which are received by controller 14 of the vehicle 12 using
the vehicle communication system 34 and stored in the
media 22 of the controller 14. After block 130, the method
100 proceeds to block 136.

[0052] At block 136, a geographical location in the envi-
ronment 24 is determined for each of the plurality of remote
cells 44 of the plurality of remote occupancy grid maps 40
received at block 130. The geographical location of each of
the plurality of remote cells 44 is determined based on the
geographical location of each of the plurality of remote
systems received at block 130 and based on the set of x and
y coordinates which define each of the plurality of remote
cells 44 of the plurality of remote occupancy grid maps 40
relative to the geographical location of each of the plurality
of remote systems. After block 136, the method 100 pro-
ceeds to a second sub-process 138.

[0053] At the second sub-process 138, a producer remote
system is selected for each blindspot cell 38¢ of the occu-
pancy grid map 36. The following steps (blocks 140-142)
are repeated for each of the plurality of blindspot cells 38¢
in the occupancy grid map 36 during the second sub-process
138.

[0054] At block 140, a plurality of potential producer
remote systems is identified from the plurality of remote
systems. The plurality of potential producer remote systems
is identified based on the geographical location in the
environment 24 determined for the blindspot cell 38¢ of the
occupancy grid map 36 at block 124. The plurality of
potential producer remote systems is a subset of the plurality
of remote systems from which the plurality of remote
occupancy grid maps and remote system locations were
received at block 130. In a non-limiting example, the
plurality of remote systems may include remote vehicles 42
and/or stationary infrastructure installed near a roadway.
More specifically, the plurality of potential producer remote
systems are those remote systems having remote occupancy
grid maps 40 including remote drivable cells 44a or remote
undrivable cells 445 corresponding to the geographical
location of the blindspot cell 38¢ of the occupancy grid map
36 of the vehicle 12. In the exemplary embodiment of FIGS.
3 A and 3B, the blindspot cell 384 in the occupancy grid map
36 of the vehicle 12 is at the same geographical location as
the remote undrivable cell 444 in the remote occupancy grid
map 40 of the remote vehicle 42. Therefore, the remote
vehicle 42 is selected as a potential producer remote system
for the blindspot cell 384 because the remote vehicle 42 has
data about the blindspot cell 384. The blindspot cell 38¢ in
the occupancy grid map 36 of the vehicle 12 is at the same
geographical location as the remote blindspot cell 44e in the
remote occupancy grid map 40 of the remote vehicle 42.
Therefore, the remote vehicle 42 is not selected as a poten-
tial producer remote system for the blindspot cell 38e
because the remote vehicle 42 does not have data about the
blindspot cell 38e. After block 140, the second sub-process
138 proceeds to block 142.

[0055] At block 142, a producer remote system for the
blindspot cell 38¢ is selected from the set of potential
producer remote systems identified at block 140. In a
non-limiting example, there may be a plurality of potential
producer remote systems with data about the blindspot cell
38c¢. Therefore, it is necessary to select a producer remote
system from the set of potential producer remote systems
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from which the data for the blindspot cell 38¢ will be
requested. In an exemplary embodiment, the producer
remote system is selected based on a distance between the
vehicle 12 and each of the plurality of potential producer
remote systems. The potential producer remote system
which is closest to the vehicle 12 is selected to maximize
data quality. One skilled in the art will appreciate that
various additional methods may be used to select the pro-
ducer remote system from the set of potential producer
remote systems.

[0056] As discussed above, the second sub-process 138 is
repeated for each blindspot cell 38¢ of the occupancy grid
map 36. In an exemplary embodiment, the result of the
second sub-process 138 is a plurality of producer remote
systems, one for each blindspot cell 38¢ of the occupancy
grid map 36. In another exemplary embodiment, the plural-
ity of potential producer remote systems may not include a
valid producer remote system for each blindspot cell 38¢ of
the occupancy grid map 36. After the second sub-process
138, the method 100 proceeds to block 144.

[0057] At block 144, the controller 14 uses the vehicle
communication system 34 to request data from the plurality
of producer remote systems selected at the second sub-
process 138. In an exemplary embodiment, the plurality of
producer remote systems includes the remote vehicle 42.
The data request includes an identification of one or more
cells 44 of the occupancy grid map 40 of the remote vehicle
42 for which data is requested by controller 14 of the vehicle
12. The remote vehicle 42 responds to the data request with
a partitioned 3D point cloud including only the points which
have x and y coordinates within the set of x and y coordi-
nates defining the cells 44 in the data request as discussed
above in reference to blocks 132 and 134. The partitioned
3D point cloud is transmitted along with a timestamp, such
that the controller 14 of the vehicle 12 can determine when
the points in the partitioned 3D point cloud were measured.
In a non-limiting example, data is requested only for cells 38
in the occupancy grid map 36 which are classified as
blindspot cells 38¢, thereby reducing data traffic. The data
received at block 144 is called a remote 3D point cloud.
After block 144, the method 100 proceeds to block 146.

[0058] At block 146, a time difference is calculated
between the timestamp received at block 144 and a current
time as determined by the controller 14. If the time differ-
ence is greater than or equal to a predetermined staleness
threshold, the remote 3D point cloud received at block 144
is determined to be too old, and the method 100 returns to
the second sub-process 138 for selection of another producer
remote system. If the time difference is less than to the
predetermined staleness threshold, the method 100 proceeds
to block 148 in FIG. 2B.

[0059] At block 148, the remote 3D point cloud received
at block 144 is transformed into the coordinate system of the
vehicle 12. The transformation process may consist of
translation and/or rotation operations such that the remote
3D point cloud is transformed from the perspective of the
producer remote system to the perspective of the vehicle 12.
In an exemplary embodiment, the remote 3D point cloud is
transformed such that a coordinate origin of the remote 3D
point cloud is the same as a coordinate origin of the initial
3D point cloud generated at block 102. In another exemplary
embodiment, the remote 3D point cloud may additionally be
adjusted to compensate for a velocity of the producer remote
system which supplied the remote 3D point cloud. The result
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of transformation at block 148 is a transformed remote 3D
point cloud. After block 148, the method 100 proceeds to
block 150.

[0060] At block 150, a plurality of overlapping points is
identified in the transformed remote 3D point cloud. Over-
lapping points are points which are expected to have the
same X, y, and z coordinates as reference points in the initial
3D point cloud generated at block 102. For example, a set of
reference points contained within a one by one by one meter
cube centered at x=2, y=3, z=1 in the initial 3D point cloud
are expected to match with a set of overlapping points in the
same location in the transformed remote 3D point cloud,
assuming that data for that location is available in both the
initial 3D point cloud and the transformed remote 3D point
cloud. After identifying the overlapping points at block 150,
the method 100 proceeds to block 152.

[0061] At block 152, the overlapping points in the trans-
formed remote 3D point cloud are compared the reference
points in the initial 3D point cloud. If a percentage of the
overlapping points having the same X, y, and z coordinates
as the reference points is less than a predetermined validity
threshold, the method 100 returns to the second sub-process
138. If the percentage of the overlapping points having the
same X, y, and z coordinates as the reference points is greater
than or equal to the predetermined validity threshold, the
method 100 proceeds to block 154.

[0062] Blocks 150 and 152 are a validity check of the
received remote 3D point cloud. The validity check prevents
data from malfunctioning or malicious remote systems from
being used in the method 100. If invalid data is repeatedly
received from a specific remote system, the controller 14
may configure the vehicle communication system 34 to
prevent future connection to the specific remote system.

[0063] At block 154, the transformed remote 3D point
cloud is combined with the initial 3D point cloud to generate
a merged 3D point cloud. To combine the 3D point clouds,
the transformed remote 3D point cloud is stacked on the
initial 3D point cloud, such that the merged 3D point cloud
contains all the points from both the initial 3D point cloud
and the transformed remote 3D point cloud. After block 154,
the method 100 proceeds to blocks 156 and 158.

[0064] At block 156, the merged 3D point cloud is ana-
lyzed and action is taken based on results of the analysis. In
an exemplary embodiment, object detection is performed
using the merged 3D point cloud to identify objects in the
environment 24. For example, the vehicle 12 can identify an
obstruction located at blindspot cell 384 using data provided
by the remote vehicle 42 from the remote undrivable cell
44d. Various actions may be taken based on the object
detection, for example, altering a route of the vehicle 12,
notifying a driver of the vehicle 12, and/or performing an
accident avoidance operation (i.e., automatic emergency
braking).

[0065] At block 158, a visualization of the merged 3D
point cloud is displayed to occupants of the vehicle 12 using
the HMI 18. In an exemplary embodiment, the vehicle 12 is
a fully autonomous vehicle, and the visualization increases
occupant comfort by visualizing the vehicle’s awareness of
the environment 24. In another exemplary embodiment, the
vehicle 12 is driven by a driver, and the visualization assists
the driver by increasing driver awareness of the environment
24. After blocks 156 and 158, the method 100 enters a
standby state at block 160.
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[0066] The system and method of the present disclosure
offer several advantages. These include allowing coopera-
tive data sharing while reducing network traffic by sending
only required data. By sharing only data required to fill
blindspots instead of full frames of data, network bandwidth
is preserved. By merging received shared data with data
gathered by the vehicle, more complete and accurate per-
ception of the environment is achieved, increasing occupant
safety.
[0067] The description of the present disclosure is merely
exemplary in nature and variations that do not depart from
the gist of the present disclosure are intended to be within
the scope of the present disclosure. Such variations are not
to be regarded as a departure from the spirit and scope of the
present disclosure.
What is claimed is:
1. A system for sharing sensor data between a vehicle and
a plurality of remote systems, the system comprising:
a vehicle communication system;
a three-dimensional (3D) sensor; and
a controller in electrical communication with the vehicle
communication system and the 3D sensor, wherein the
controller is programmed to:
generate an initial 3D point cloud of an environment
surrounding the vehicle using the 3D sensor, wherein
each point in the initial 3D point cloud represents a
location of a surface in the environment and has an
X, V, and z coordinate relative to the vehicle;
generate an occupancy grid map based on the initial 3D
point cloud including a cell of the occupancy grid
map classified as a first blindspot;
select a producer remote system to provide data for the
cell of the occupancy grid map classified as the first
blindspot;
send a data request to the producer remote system using
the vehicle communication system based at least on
the cell of the occupancy grid map classified as the
first blindspot;
receive data from the producer remote system including
information about the cell of the occupancy grid map
classified as the first blindspot;
generate a merged 3D point cloud by merging the data
received from the producer remote system with the
initial 3D point cloud; and
identify objects in the environment surrounding the
vehicle using the merged 3D point cloud.
2. The system of claim 1, wherein to generate the occu-
pancy grid map the controller is further programmed to:
classify each point in the initial 3D point cloud as at least
one of a ground point or an object point based at least
in part on the X, y, and z coordinate of each point;
divide the environment surrounding the vehicle into a 2D
grid of a plurality of cells, each of the plurality of cells
defined by a set of x and y coordinates relative to the
vehicle;
determine a quantity of ground points having x and y
coordinates within the set of x and y coordinates for
each of the plurality of cells in the 2D grid;
determine a quantity of object points having x and y
coordinates within the set of x and y coordinates for
each of the plurality of cells in the 2D grid;
classify each of the plurality of cells in the 2D grid as a
drivable cell, an undrivable cell, or a blindspot cell
based at least in part on the quantity of ground points
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and the quantity of object points having x and y
coordinates within the set of x and y coordinates for
each of the plurality of cells in the 2D grid; and

define the occupancy grid map as the 2D grid of the
plurality of cells.
3. The system of claim 2, wherein to select the producer
remote system, the controller is further programmed to:
receive, using the vehicle communication system, a plu-
rality of remote occupancy grid maps from the plurality
of remote systems, each of the plurality of remote
occupancy grid maps including a 2D grid of a plurality
of remote cells, each of the plurality of remote cells
classified as at least one of a remote drivable cell, a
remote undrivable cell and a remote blindspot cell;

receive, using the vehicle communication system, a plu-
rality of geographical locations corresponding to each
of the plurality of remote systems;

identify, for a first blindspot cell of the occupancy grid

map, a plurality of potential producer remote systems
with information about the first blindspot cell of the
occupancy grid map, wherein the plurality of potential
producer remote systems is a subset of the plurality of
remote systems; and

select the producer remote system from the plurality of

potential producer remote systems to provide data for
the first blindspot cell of the occupancy grid map.
4. The system of claim 3 further comprising a global
navigation satellite system (GNSS) in electrical communi-
cation with the controller, wherein to identify the plurality of
potential producer remote systems, the controller is further
programmed to:
determine a geographical location of the vehicle using the
GPS;

determine a cell location for the first blindspot cell of the
occupancy grid map using the geographical location of
the vehicle and the set of x and y coordinates defining
the first blindspot cell of the occupancy grid map;

determine a plurality of remote cell locations for each
remote drivable cell of each of the plurality of remote
occupancy grid maps and each remote undrivable cell
of each of the plurality of remote occupancy grid maps
based on the geographical locations of each of the
plurality of remote systems and the set of x and y
coordinates defining each of the plurality of remote
cells; and

identify the plurality of potential producer remote sys-

tems, wherein the plurality of potential producer
remote systems includes a subset of the plurality of
remote systems, wherein the remote occupancy grid
map of each of the plurality of potential producer
remote systems includes at least one remote drivable
cell or remote undrivable cell, and wherein the remote
cell location of the at least one remote drivable cell or
remote undrivable cell is the same as the cell location
of the first blindspot cell of the occupancy grid map.

5. The system of claim 3, wherein to send the data request
to the producer remote system, the controller is further
programmed to:

request data from the producer remote system for at least

one remote drivable cell or remote undrivable cell of
the remote occupancy grid map.

6. The system of claim 3, wherein to receive data from the
producer remote system, the controller is further pro-
grammed to:
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receive a remote 3D point cloud from the producer remote
system for at least one remote drivable or remote
undriveable cell of the remote occupancy grid map.
7. The system of claim 6, wherein to generate the merged
3D point cloud, the controller is further programmed to:
calculate a time difference between a timestamp of the
remote 3D point cloud and a timestamp of the initial 3D
point cloud;
adjust the x, y, and z coordinates of the remote 3D point
cloud based on a velocity of the producer remote
system to compensate for the velocity of the producer
remote system in response to determining that the time
difference is less than a predetermined staleness thresh-
old;
transform the remote 3D point cloud such that a coordi-
nate origin of the remote 3D point cloud is the same as
a coordinate origin of the initial 3D point cloud;
identify a plurality of overlapping points in the remote 3D
point cloud that are expected to have the same X, y, and
z coordinates as a plurality of reference points in the
initial 3D point cloud based on the plurality of remote
cell locations of the remote occupancy grid map from
the producer remote system and the plurality of cell
locations of the occupancy grid map of the vehicle;
determine a percentage of the plurality of overlapping
points that have the same X, y, and z coordinates as the
plurality of reference points in the initial 3D point
cloud; and
combine the transformed remote 3D point cloud with the
initial 3D point cloud to generate the merged 3D point
cloud in response to determining that the percentage of
the plurality of overlapping points having the same x,
y, and z coordinates as the reference points in the initial
3D point cloud is greater than or equal to a predeter-
mined validity threshold.
8. The system of claim 3, wherein to select the producer
remote system, the controller is further programmed to:
select the producer remote system from the plurality of
potential producer remote systems based at least in part
on a distance between the vehicle and each of the
plurality of potential producer remote systems.
9. The system of claim 1, wherein the controller is further
programmed to:
continuously broadcast the occupancy grid map using the
vehicle communication system.
10. The system of claim 1, wherein the controller is
further programmed to:
respond to a remote data request from one of the plurality
remote systems by transmitting a 3D point cloud to the
remote system using the vehicle communication sys-
tem.
11. A method for sharing sensor data between a vehicle
and a plurality of remote systems, the method comprising:
generating an initial 3D point cloud of an environment
surrounding a vehicle using a 3D sensor, wherein each
point in the initial 3D point cloud has an x, y, and z
coordinate relative to the vehicle;
generating an occupancy grid map based on the initial 3D
point cloud including a first blindspot;
selecting a producer remote system to provide data for the
first blindspot in the occupancy grid map;
sending a data request to the producer remote system
using a vehicle communication system based at least in
part on the first blindspot in the occupancy grid map;
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receiving data from the producer remote system including
information about the first blindspot in the occupancy
grid map;

generating a merged 3D point cloud by merging the data

received from the producer remote system with the
initial 3D point cloud; and

identifying objects in the environment surrounding the

vehicle using the merged 3D point cloud.

12. The method of claim 11, wherein generating the
occupancy grid map further comprises:

classifying each point in the initial 3D point cloud as a

ground point or an object point based at least in part on
the X, y, and z coordinate of each point;

dividing the environment surrounding the vehicle into a

2D grid of a plurality of cells, each of the plurality of
cells defined by a set of x and y coordinates relative to
the vehicle;

determining a quantity of ground points having x and y

coordinates within the set of x and y coordinates for
each of the plurality of cells in the 2D grid;
determining a quantity of object points having x and y
coordinates within the set of x and y coordinates for
each of the plurality of cells in the 2D grid;

classifying each of the plurality of cells in the 2D grid as
a drivable cell, an undrivable cell, or a blindspot cell
based at least in part on the quantity of ground points
and the quantity of object points having x and y
coordinates within the set of x and y coordinates for
each of the plurality of cells in the 2D grid; and

defining the occupancy grid map as the 2D grid of the
plurality of cells.

13. The method of claim 12, wherein classifying each of
the plurality of cells in the 2D grid as a drivable cell, an
undrivable cell, or a blindspot cell further comprises:

comparing the quantity of ground points in each of the

plurality of cells to the quantity of object points in each
of the plurality of cells;

classifying a first cell of the plurality of cells in the 2D

grid as a drivable cell in response to determining that
the quantity of ground points in the first cell is greater
than zero and that the quantity of ground points in the
first cell is greater than the quantity of object points in
the first cell;

classifying a second cell of the plurality of cells in the 2D

grid as an undrivable cell in response to determining
that the quantity of object points in the second cell is
greater than zero and that the quantity of object points
in the second cell is greater than or equal to the quantity
of ground points in the second cell; and

classifying a third cell of the plurality of cells in the 2D

grid as a blindspot cell in response to determining that
a sum of the quantity of ground points and object points
having x and y coordinates within the set of x and y
coordinates defining the third cell is less than or equal
to a predetermined blindspot threshold.

14. The method of claim 11, wherein selecting the pro-
ducer remote system further comprises:

receiving, using the vehicle communication system, a

plurality of remote occupancy grid maps from the
plurality of remote systems, each of the plurality of
remote occupancy grid maps including a 2D grid of a
plurality of remote cells, each of the plurality of remote
cells classified as a remote drivable cell, a remote
undrivable cell or a remote blindspot cell;
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receiving, using the vehicle communication system, a
plurality of geographical locations corresponding to
each of the plurality of remote systems;

identifying a plurality of potential producer remote sys-
tems with information about a first blindspot cell of the
occupancy grid map, wherein the plurality of potential
producer remote systems is a subset of the plurality of
remote systems; and

selecting the producer remote system from the plurality of
potential producer remote systems to provide data for
the first blindspot cell of the occupancy grid map based
at least in part on a distance between the vehicle and
each of the plurality of potential producer remote
systems.

15. The method of claim 14, wherein identifying the
plurality of potential producer remote systems further com-
prises:

determining a geographical location of the vehicle using
a global navigation satellite system (GNSS);

determining a cell location for the first blindspot cell of
the occupancy grid map using the geographical location
of the vehicle and the set of x and y coordinates
defining the first blindspot cell of the occupancy grid
map;

determining a plurality of remote cell locations for each
remote drivable cell of each of the plurality of remote
occupancy grid maps and each remote undrivable cell
of each of the plurality of remote occupancy grid maps
based on the geographical locations of each of the
plurality of remote systems and the set of x and y
coordinates defining each of the plurality of remote
cells; and

identifying the plurality of potential producer remote
systems, wherein the plurality of potential producer
remote systems includes a subset of the plurality of
remote systems, wherein the remote occupancy grid
map of each of the plurality of potential producer
remote systems includes at least one remote drivable
cell or remote undrivable cell, wherein the remote cell
location of the at least one remote drivable cell or
remote undrivable cell is the same as the cell location
of the first blindspot cell of the occupancy grid map.

16. The method of claim 11, wherein receiving data from
the producer remote system further comprises:

receiving a remote 3D point cloud from the producer
remote system for at least one remote drivable or
remote undriveable cell of the remote occupancy grid
map.

17. The method of claim 16, wherein generating the

merged 3D point cloud further comprises:

calculating a time difference between a timestamp of the
remote 3D point cloud and a timestamp of the initial 3D
point cloud;

adjusting the x, y, and z coordinates of the remote 3D
point cloud based on a velocity of the producer remote
system to compensate for the velocity of the producer
remote system in response to determining that the time
difference is less than a predetermined staleness thresh-
old;

transforming the remote 3D point cloud such that a
coordinate origin of the remote 3D point cloud is the
same as a coordinate origin of the initial 3D point
cloud;
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identifying a plurality of overlapping points in the remote
3D point cloud that are expected to have the same x, v,
and z coordinates as a plurality of reference points in
the initial 3D point cloud based on the plurality of
remote cell locations of the remote occupancy grid map
from the producer remote system and the plurality of
cell locations of the occupancy grid map of the vehicle;

determining a percentage of the plurality of overlapping
points that have the same X, y, and z coordinates as the
plurality of reference points in the initial 3D point
cloud; and

combining the transformed remote 3D point cloud with
the initial 3D point cloud to generate the merged 3D
point cloud in response to determining that the percent-
age of the plurality of overlapping points having the
same X, y, and z coordinates as the reference points in
the initial 3D point cloud is greater than or equal to a
predetermined validity threshold.

18. A system for sharing sensor data between a vehicle

and a plurality of remote systems, the system comprising:
a vehicle communication system;
a global navigation satellite system (GNSS);
a three-dimensional (3D) sensor, wherein the 3D sensor
includes at least one of: a LIDAR sensor and a stereo-
scopic camera system; and
a controller in electrical communication with the vehicle
communication system, the GPS, and the 3D sensor,
wherein the controller is programmed to:
generate an initial 3D point cloud of an environment
surrounding the vehicle using the 3D sensor, wherein
each point in the initial 3D point cloud has an x, vy,
and z coordinate relative to the vehicle;

generate an occupancy grid map based on the initial 3D
point cloud, wherein the occupancy grid map repre-
sents the environment surrounding the vehicle as a
2D grid of a plurality of cells, each of the plurality
of cells defined by a set of x and y coordinates
relative to the vehicle;

classify each of the plurality of cells in the occupancy
grid map as a drivable cell, an undrivable cell, or a
blindspot cell based at least in part on the x, y, and
7 coordinates of a plurality of points in the initial 3D
point cloud having x and y coordinates within each
of the plurality of cells;

select a producer remote system to provide data for a
first blindspot cell in the occupancy grid map;

send a data request to the producer remote system using
the vehicle communication system based at least in
part on the first blindspot cell in the occupancy grid
map;

receive data from the producer remote system including
information about the first blindspot in the occu-
pancy grid map;
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generate a merged 3D point cloud by merging the data
received from the producer remote system with the
initial 3D point cloud; and

identify objects in the environment surrounding the
vehicle using the merged 3D point cloud.

19. The system of claim 18, wherein to select the producer
remote system, the controller is further programmed to:

receive, using the vehicle communication system, a plu-

rality of remote occupancy grid maps from the plurality
of remote systems, each of the plurality of remote
occupancy grid maps including a 2D grid of a plurality
of remote cells, each of the plurality of remote cells
classified as a remote drivable cell, a remote undrivable
cell or a remote blindspot cell;

receive, using the vehicle communication system, a plu-

rality of geographical locations corresponding to each
of the plurality of remote systems;
determine a geographical location of the vehicle using the
GPS;

determine a cell location for the first blindspot cell of the
occupancy grid map using the geographical location of
the vehicle and the set of x and y coordinates defining
the first blindspot cell of the occupancy grid map;

determine a plurality of remote cell locations for each
remote drivable cell of each of the plurality of remote
occupancy grid maps and each remote undrivable cell
of each of the plurality of remote occupancy grid maps
based on the geographical locations of each of the
plurality of remote systems and the set of x and y
coordinates defining each of the plurality of remote
cells;

identify a plurality of potential producer remote systems,

wherein the plurality of potential producer remote
systems includes a subset of the plurality of remote
systems, wherein the remote occupancy grid map of
each of the plurality of potential producer remote
systems includes at least one remote drivable cell or
remote undrivable cell, wherein the remote cell loca-
tion of the at least one remote drivable cell or remote
undrivable cell is the same as the cell location of the
first blindspot cell of the occupancy grid map; and
select the producer remote system from the plurality of
potential producer remote systems based at least in part
on a distance between the vehicle and each of the
plurality of potential producer remote systems.

20. The system of claim 18, the system further comprising
a human machine interface (HMI), and wherein the control-
ler is further programmed to:

provide a visual representation of the merged 3D point

cloud to an occupant of the vehicle using the HMI.
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